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Abstract
Effective video search is increasingly challenging due to the inher-
ent complexity and richness of video content, which traditional full-
text query systems and text-based autocompletionmethods struggle
to capture. In this work, we propose an innovative autocompletion
system that integrates visual cues, specifically, representative emo-
jis, into the query formulation process to enhance video search
efficiency. Our approach leverages cutting-edge Vision-Language
Models (VLMs) to generate detailed scene descriptions from videos
and employs Large Language Models (LLMs) to distill these de-
scriptions into succinct, segmented search phrases augmented with
context-specific emojis. A controlled user study, conducted with 11
university students using the MSVD dataset, demonstrates that the
emoji-enhanced autocompletion reduces the average query comple-
tion time by 2.27 seconds (14.6% decrease) compared to traditional
text-based methods, while qualitative feedback indicates mixed
but generally positive user perceptions. These results highlight the
potential of combining linguistic and visual modalities to redefine
interactive video search experiences.
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1 Introduction
The rapid expansion of video content across various platforms (e.g.,
social networks, mobile, and vehicle systems) has amplified the
challenges associated with effective video search, underscoring the
critical need for efficient video search and retrieval systems [15, 31]
that can handle vast and diverse data. Traditional search systems
typically rely on full-text queries to retrieve relevant content. How-
ever, video content is inherently rich and complex, with visual and
temporal nuances that are not easily captured through text alone. To
bridge this gap, recent research has focused on ways to summarize
or visualize content to aid quick information retrieval. For example,
combining image thumbnails with text summaries can drastically
reduce search times and improve retrieval consistency by providing
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users with a visual snapshot that enhances their ability to quickly
discern and select relevant information.

While such visual summarization techniques have proven effec-
tive for web content, a similar strategy has yet to be fully explored
within the domain of autocompletion, a critical feature in modern
search interfaces that assists users in formulating queries more
efficiently. Autocompletion systems are designed to predict the re-
mainder of a user’s query as they type, thereby reducing keystrokes
and accelerating the search process. Recent advances in text-based
autocompletion have shown that highly optimized indexing meth-
ods can deliver near-instantaneous query suggestions. However,
in the context of video search, autocompletion must efficiently
represent the rich, multimodal nature of video contents. This is a
challenge that traditional text-based methods [22, 23], which focus
solely on lexical matching, do not address.

To address this shortcoming, our work introduces a novel ap-
proach that integrates visual cues directly into the autocomple-
tion interface for video search. Our system leverages cutting-edge
VLMs [17, 30] to generate detailed scene descriptions from videos,
capturing key visual elements such as objects, actions, and contexts.
These descriptions are then distilled by LLMs [1, 10, 20] into con-
cise search phrases, which we further augment with representative
emojis that serve as visual summaries of the corresponding video
content. As shown in Figure 1, our system architecture captures
the complete workflow, from video input to the generation of en-
riched, emoji-enhanced autocompletion suggestions, highlighting
its potential to simplify and accelerate user query formulation.

By fusing the strengths of multimodal models, our approach
offers a unique solution to the challenge of conveying complex
video information through compact, easy-to-process visual cues.
This multimodal strategy not only improves the speed and accuracy
of query formulation but also enhances the overall user experience
by reducing the cognitive load associated with processing lengthy
text suggestions. The integration of visual cues into autocompletion
represents a significant advancement over conventional text-only
systems and points toward a future where the seamless combination
of language and imagery defines efficient video search.

Our contributions can be summarized as follows:

• Multimodal Query Generation: We introduce a novel
system that leverages both LLMs and VLMs to generate
enriched video search queries, combining detailed scene
descriptions with succinct search phrases.

• Visual Cue Integration in Autocompletion: We develop
an innovative autocompletion interface that pairs text sug-
gestions with contextually aligned emojis, providing users
with a quick, intuitive grasp of the video content behind
each suggestion.
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Figure 1: Overview of the Emoji-Enhanced VideoQuery Autocompletion System.

• User-Centric Evaluation:Wevalidate our approach through
a controlled user study, demonstrating that the inclusion of
visual cues significantly improves query formulation effi-
ciency and user satisfaction in video search tasks.

The remainder of the paper is organized as follows. In Section 2,
we review relevant prior research and existing techniques that
form the foundation of our work. Section 3 details our proposed
approach, describing the system architecture and methods used to
generate emoji-enhanced search phrases as well as the design of our
autocompletion interface. Section 4 presents the user study setup
and evaluation metrics, along with a discussion of our experimental
results on usability. Finally, Sections 5 and 6 address the limitations
of our work and conclude the paper, respectively.

2 Related Work
Strategies for Enhanced Video Search A number of recent stud-
ies have focused on improving video retrieval by developing tech-
niques for selecting and generating effective video summaries. For
instance, several methods automatically select attractive thumbnails
from videos by analyzing visual quality and aesthetic metrics [27],
or by employing adversarial and reinforcement learning to balance
representativeness and visual appeal [3]. Other approaches have
proposed dynamic thumbnail generation [32], where the thumb-
nails are adaptively selected based on both video content and user
queries, and best-frame selection [26], all aiming to provide users
with concise, visually representative snapshots of video content.
These techniques have proven critical in helping users quickly iden-
tify relevant videos by offering clear visual summaries that capture
the essence of the content.

In parallel, research on moment retrieval and highlight detection
has leveraged multimodal models to extract salient video segments
tailored to user queries, thereby enhancing video search perfor-
mance [13, 16, 21]. Separately, studies on temporal segmentation
have employed transformer-based architectures and unsupervised
techniques to delineate boundaries in long-form content and iden-
tify distinct events within videos [25, 29]. Despite these significant

advances in video retrieval, existing methods remain largely con-
fined to the domains of thumbnail generation, moment detection,
and temporal segmentation. Little attention has been paid to incor-
porating visual cues directly into the autocompletion interface, a
feature that could provide users with instant, intuitive visual sum-
maries as they formulate search queries. Our work addresses this
gap by integrating representative emojis into query autocompletion
for video search, thereby bridging the current disconnect between
multimodal video retrieval techniques and interactive search inter-
faces.
Emoji Usage in Digital Communication Emojis have become
a ubiquitous element in digital communication across various on-
line platforms, serving as non-verbal cues that help users interpret
context, convey emotions, and express opinions [11, 18]. Notably,
studies targeting accessibility issues have demonstrated that when
emoji cues are effectively incorporated into communication in-
terfaces, visually impaired users experience increased speed and
ease in making and replying to statements [24, 28]. A rich body
of work has examined how emojis are used in different settings,
from social networks to developer communication on platforms like
GitHub [19], and has explored their semantic relationships [2, 9] and
cross-cultural variations [4]. Moreover, research such as that behind
MOJI [14] has focused on facilitating text-based emoji search by
supporting query expansion and providing emoji recommendations,
thereby enabling users to rapidly identify and select appropriate
emojis during query formulation.

Despite significant progress in utilizing emojis for digital commu-
nication and search, prior work in emoji-based search has largely
been limited to either mapping visual media to emoji labels, as seen
in approaches like Image2Emoji [5], or enabling search via emoji
queries through interfaces likeQuery-by-Emoji [6]. However, to our
knowledge, no research has yet conducted a comprehensive user
study to validate whether integrating emojis as visual cues directly
within the autocompletion interface for video search can improve
query formulation efficiency and retrieval performance. This gap
underscores the need for user-centric investigations into how visual
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Below is a description of a video clip.
[Video scene description]

Extract at most 10 search phrases and emojis from the video description paragraph provided above that can be
used to find the video.

Requirements:
- Each search phrase must include the objects’ actions, characters, and background, directly from the video description.
- Accurately capture the relationships or interactions between objects/characters when applicable.
- Every search phrase must be concise and intuitive between 5 to 10 words.
- Use diverse vocabulary for each phrase, avoiding repetitive or overly similar phrases.
- The emojis should help users to understand the search phrase visually like the examples below.
- Assign an emoji for a phrase which has a specific meaning in the whole phrase like the examples below.
- Do NOT generate search phrases related to feelings, atmosphere, or emotions.
- Do NOT include phrases describing scene cuts or camera motions.

Example:
- intersection red car turning right cautiously
- truck crash with motorcycle in front of ego vehicle
- cyclist makes left turn at intersection
- car stops at red light slowing down its speed
- white shirt woman at crosswalk black-pants

Please generate the response in the form of a Python list string. The value of each list is a Python dictionary with
the following keys: ”phrase”, ”split”, ”emojis”, and ”importance”.
- The value of ”phrase” should be a string representing a search phrase.
- The value of ”split” should be a list of strings, where each item represents a meaningful segment of the search phrase.
- The value of ”emojis” should be a list of emojis corresponding to each item in ”split”. The lengths of ”split” and ”emojis”
must be the same.
- The value of ”importance” should be a list of floating-point numbers representing the relative significance of each phrase
segment in ”split”, where higher values indicate greater importance, all values sum to exactly 1.0, and the list length
matches that of ”split”.
DO NOT PROVIDE ANY OTHER OUTPUT TEXT OR EXPLANATION. Only return the Python list as a string.
For example, your response should look like this:
[{

“phrase”: “intersection red car turning right”,
“split”: [“intersection”, “red car”, “turning right”, “cautiously”],
“emojis”: [“ ”, “ ”, “ ”, “ ”],
“importance”: [0.2, 0.4, 0.3, 0.1]}, {
“phrase”: “truck crash with motorcycle in front of ego vehicle”,
“split”: [“truck”, “crash”, “with motorcycle”, “in front of ego vehicle”],
“emojis”: [“ ”, “ ”, “ ”, “ ”],
“importance”: [0.3, 0.3, 0.3, 0.1]

}]

Figure 2: Example of the Prompt Design for Phrase and Emoji Generation

augmentation through emojis can enhance the interaction between
users and video search systems.

3 Emoji-Enhanced Autocompeltion
In this section, we detail the system architecture underpinning
our approach to emoji-enhanced video autocompletion. We begin
by describing the process for generating enriched search phrases
accompanied by representative emojis. Specifically, we outline a

two-stage pipeline VLMs is first used to generate detailed video
descriptions, which are then distilled by LLMs into segmented
search phrases along with context-specific emojis and importance
scores. Next, we explain how these enriched phrases are integrated
into our autocompletion interface to provide dynamic visual cues
that adapt based on user input. Together, these components form a
cohesive system that enhances query formulation efficiency and
facilitates improved video retrieval.
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Generation of Emoji-Enhanced Search Phrases To enable an
autocompletion without relying on external metadata, our system
employs a two-stage generation process to produce search phrases
accompanied by representative emojis. In the first stage, we utilize
VLMs, specifically PLLaVA [30], to analyze each video and gener-
ate detailed scene descriptions. This stage produces an extensive
textual summary that captures various elements of the video, in-
cluding actions, objects, and contextual information. The generated
description is intended to serve as a rich source of semantic cues
that faithfully represent the video’s visual content. First, a textual
description 𝐷𝑣 for a given video v is generated by a VLM as follows:

𝐷𝑣 = ℱ𝑉𝐿𝑀(𝑣)
In the second stage, the detailed video description𝐷𝑣 is input into

an LLM, namely Llama-3.2-70B [20], which is prompted via a few-
shot approach to propose search phrases that users might employ
during video retrieval. This process yields a set of 𝑛 emoji-enhanced
search phrases, 𝑆𝑣 = {𝑆1, ..., 𝑆𝑛}:

𝑆𝑣 = ℱ𝐿𝐿𝑀(𝐷𝑣)
The LLM is instructed to segment the search phrase into multiple
contexts and, for each segment, provide a corresponding emoji
that best represents that particular context. In addition, the model
outputs a measure of importance for each context segment, which
reflects the weight of each part within the overall search phrase.
Figure 2 illustrates an example of the prompt that guides the model
in generating the search phrase along with the emoji annotations.
Each phrase 𝑆𝑖 is composed of a sequence of𝑚𝑖 contextual segments,
where each segment 𝐶𝑖,𝑗 is a tuple containing its textual content 𝑡𝑖,𝑗,
a representative emoji 𝑒𝑖,𝑗, and an importance weight 𝑤𝑖,𝑗:

𝑆𝑖 = ⟨(𝑡𝑖,1, 𝑒𝑖,1, 𝑤𝑖,1), ..., (𝑡𝑖,𝑗, 𝑒𝑖,𝑗, 𝑤𝑖,𝑗)⟩
This two-stage pipeline effectively transforms a detailed video de-
scription into a compact, semantically enriched query suggestion
that integrates both textual and visual elements.
Autocompletion Interface with Visual Cues Traditional auto-
completion systems provide text-based query suggestions by pre-
dicting completions based solely on the characters entered by the
user. In contrast, our system augments the autocompletion feature
with visual cues by incorporating representative emojis alongside
the text suggestions. When a user begins typing a video search
query 𝑞, the system displays a list of autocompletion suggestions,
denoted as 𝑆𝑘(𝑞), To the left of each suggestion, it presents a corre-
sponding representative emoji, 𝑒display, that reflects the dominant
context of that search phrase. Figure 1 illustrates an example of
this feature, where each autocompletion entry is enriched with an
emoji to provide an immediate visual summary of the underlying
video content.

To generate these enriched suggestions, our system first selects
the top-𝑘 candidate search phrases 𝒮𝑘(𝑞) from the previously gen-
erated set of phrases that contain the user’s current query input 𝑞.
This selection process is formalized as:

𝒮𝑘(𝑞) = Select𝑘 ({𝑆𝑖 ∈ 𝒮 | 𝑞 ⊆
𝑚𝑖

⨁
𝑗=1

𝑡𝑖,𝑗})

For each candidate phrase 𝑆𝑖 in 𝒮𝑘(𝑞), the system then dynamically
determines a single, representative emoji to display. The core of
this dynamic selection lies in identifying the active segment 𝐶𝑖,𝑗active ,
which has the maximum textual overlap with the user’s query:

𝑗active(𝑞, 𝑆𝑖) = arg max
𝑗∈{1,…,𝑚𝑖}

len(𝑞 ∩ 𝑡𝑖,𝑗)

The final displayed emoji, 𝑒display, is then determined based on the
query’s progression within this active segment. Crucially, each
segment is assigned an importance score that quantifies its con-
tribution to the overall search phrase. This allows us to sort the
segments by their semantic weight, creating an importance-ordered
sequence 𝑆′𝑖 = ⟨𝐶′𝑖,1, 𝐶′𝑖,2, … , 𝐶′𝑖,𝑚𝑖

⟩. If the query’s length does not
exceed 60% of the active segment’s length, the emoji of the active
segment itself is displayed. However, once the query spans more
than 60% of the segment, the system reveals the emoji of the next
most important segment, providing a progressive and semantically
meaningful visual cue. This behavior is captured by the following
rule:

𝑒display(𝑞, 𝑆𝑖) = {
𝑒′𝑖,𝑟+1 , if

len(𝑞∩𝑡𝑖,𝑗active)
len(𝑡𝑖,𝑗active)

> 0.6 and 𝑟 < 𝑚𝑖

𝑒𝑖,𝑗active , otherwise

Here, 𝑟 denotes the importance rank of the active segment, and 𝑒′𝑖,𝑟+1
is the emoji of the segment with the next-highest importance rank.
This method ensures that the visual cues evolve meaningfully as
the user refines their query, preventing a static and repetitive user
experience. Figure 2 shows a sample prompt used to instruct the
LLM in splitting search phrases into context segments, assigning
representative emojis, and defining importance measures.

4 Experiments and Evaluation
In this section, we first describe the setup of our user study, detailing
the participant recruitment, task design, and interface familiariza-
tion process. Next, we outline the evaluation metrics employed to
measure the system’s efficiency, with a particular focus on query
completion time (QCT) and granular timestamp logging. Finally,
we present the experimental results, including both quantitative
comparisons between the text-only and emoji-enhanced autocom-
pletion conditions and qualitative user feedback, which together
offer a comprehensive assessment of our system’s usability and
effectiveness in video search tasks.
User Study Setup: Our user study was designed to evaluate the
usability of the emoji-enhanced autocompletion system for video
search. The study was reviewed and approved by our Institutional
Review Board (IRB). We recruited 11 university students aged 18
and older, all of whom were regular users of personal computers
with keyboards and web browsers. Participants were provided with
an overview of the study procedures and familiarized with the
web-based interface during an initial training session. In this fa-
miliarization phase, users were introduced to the system’s user
interface and its functionality, including the autocompletion fea-
ture that displays text suggestions augmented with representative
emojis based on segmented search phrases.

Participants were tasked with conducting video searches over
10 distinct topics that represent everyday scenarios found in short
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YouTube videos (typically under 15 seconds in duration) using the
MSVD [7] dataset, which contains 2,089 video clips. For each topic,
participants first typed in their search query using the autocomple-
tion interface. After finalizing their query, the system returned a
ranked list of the top 15 video results based on sentence similarity
between the user’s query and the automatically generated video
descriptions. The study was conducted in two phases, correspond-
ing to two autocompletion conditions: one employing text-only
autocompletion and the other using emoji-text autocompletion. To
minimize order bias, the presentation order of these conditions was
counterbalanced across participants. During the study, users were
also instructed to generate query sentences containing at least three
words and were advised against simply copying the full text of the
topic prompts. The system allowerd re-querying for each topic.
EvaluationMetrics: To quantify the usability and efficiency of our
autocompletion system, we focused primarily on measuring QCT,
the elapsed time from when a participant begins typing (i.e., initial
keypress) until the query is finalized and submitted. For tasks in-
volving multiple query attempts within a topic, the system recorded
the timing for each attempt and computed the average QCT as an
overall measure of efficiency. Detailed timestamp logging captured
the moment of the first key entry, all intermediate keystrokes, and
the exact moment of search submission (triggered via the search
button). These metrics provide nuanced insights into user query
formulation behaviors under both text-only and emoji-enhanced
autocompletion conditions.
Results: Figure 3 illustrates the comparison of average QCT be-
tween the two autocompletion conditions. The results reveal that
the mean QCT for the text-only autocompletion was 15.55 seconds,
whereas the emoji-text autocompletion reduced the average QCT to
13.28 seconds (a net decrease of 2.27 seconds). Although there was a
bias indicating that later video search tasks tended to be completed
more quickly than earlier ones, the overall average improvement
suggests that the integration of emojis into the autocompletion
interface contributed to more efficient query completion in video
search tasks.

Qualitative feedback further enriched our understanding of us-
ability. Four participants reported a higher frequency of use for the
emoji-enhanced autocompletion, while two participants remarked
that the text-only autocompletion led to fatigue due to the extensive
textual content. Conversely, two participants felt that both autocom-
pletion features were equally effective in aiding query formulation,
and three participants expressed a preference for text-only auto-
completion, noting greater familiarity with its format. These mixed
responses indicate that while the emoji-enhanced autocompletion
offers measurable benefits in reducing query completion time, its
impact on usability is multifaceted and varies according to individ-
ual user preferences.

5 Limitations
One limitation of our emoji-enhanced autocompletion system is
that the interpretation of emojis can differ significantly across cul-
tural contexts. Although emojis are globally recognized, their mean-
ings are not universally fixed. Nuances arise from linguistic dif-
ferences and culturally specific ways of expressing emotions and
conceptualizing topics. Studies in cross-cultural psychology sug-
gest that while there are normative patterns in emoji usage, distinct
cultural variations exist, as evidenced by differences in how East-
ern and Western users employ emojis in categories such as People,
Food & Drink, Travel & Places, among others [12]. These findings
imply that an emoji which conveys a particular sentiment in one
culture might be interpreted differently in another. Consequently,
the effectiveness of emoji-enhanced autocompletion in conveying
the intended query semantics may vary depending on the user’s cul-
tural background, posing challenges for a one-size-fits-all solution
in a global marketplace.

Another limitation stems from user familiarity with traditional
text-only autocompletion. Many users are accustomed to autocom-
pletion systems that provide text-based suggestions, and there is a
risk that the integration of emoji as visual cues may not be immedi-
ately embraced by all users. The translation of textual information
into visual cues is a relatively nascent area of research in user in-
terface design, with limited studies focusing on the optimal ways
to convert text information into an effective visual format. For in-
stance, research involving the UEQ-Emoji [8] has shown that while
emoji-based questionnaires can be effective and offer advantages on
smartphone screens due to their compact nature, many participants
still expressed a preference for text-based questionnaires. This pref-
erence is largely attributed to the inherent semantic limitations of
the emoji language, which some users find less precise or intuitive
for complex information. As a result, further research is needed to
develop and evaluate advanced UI/UX designs that can overcome
these challenges and fully leverage the potential of visual cues in
autocompletion systems.

6 Conclusion
Our work demonstrates that integrating representative emojis into
video search autocompletion can enhance query formulation effi-
ciency and overall user experience, as evidenced by the observed
reduction in QCT and supportive qualitative feedback. Despite
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promising quantitative results and mixed qualitative responses sug-
gesting potential user benefits, our study also highlights key limita-
tions: notably, the cross-cultural variability in emoji interpretation
and the deeply ingrained familiarity with traditional text-only au-
tocompletion interfaces. These challenges point to the need for
further in-depth research into advanced UI/UX designs that can
effectively translate textual information into intuitive visual cues.
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